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Abstract

Benefits and costs of scalable hybrid video coding techniques are analyzed with respect to
internet streaming. Temporal, spatial, amplitude scalability, and combinations as described in
MPEG-4 are considered. Benefits are a reduction of the server storage capacity, a reduction of
the netload for multicast delivery and a graceful degradation in case of transmission errors.
Costs are an increasing netload for unicast delivery and an increasing computational expense
in the decoder. The result of an evaluation shows that temporal scalability has minimum costs
among all analyzed techniques. It increases the netload for unicast only marginally with no
additional computational expense in the decoder. Temporal scalability provides a reduction
of the server storage capacity and netload for multicast by about 30% and two steps of grace-
ful degradation. All other known standardized and nonstandardized techniques of spatial and
amplitude scalability are associated with costs that appear too high to be attractive for internet
streaming. Therefore, only temporal scalability is used at the present. Some of the scalable
video coding techniques may become of interest for other applications where the investigated
costs are less relevant.
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1. Introduction

As a result of the increasing multimedia communication via the internet, stream-
ing of audiovisual content over IP-based heterogeneous networks becomes more and
more important. In this scenario, which is illustrated in Fig. 1, content is provided by
a streaming server and can be streamed to one or various clients.

Streaming services can be classified by the transmission mode. Each transmission
mode is described by the delivery mode and by the transmission direction. The deliv-
ery mode can be either unicast or multicast. Unicast means that the server has a sep-
arate point-to-point connection to each participating client. Multicast means that the
server has one point-to-multipoint connection to all participating clients (see Fig. 2).

The transmission direction can be either unidirectional or bidirectional.
The variety of individual clients causes the challenge to provide bitstreams of dif-

ferent data rates simultaneously for the same content because of different connec-
tions to the network and different processing speeds of these clients. Due to the
heterogeneity of the network, beside various different available channel capacities,
also different transmission error behaviors have to be handled, as well as fast varia-
tions of the available channel capacity.

Scalable video coding allows the decoding of only parts of the whole bitstream.
Scalable encoded data contains one so-called base layer bitstream and one or more
so-called enhancement layer bitstreams. A video of low resolution can be received by
Fig. 1. Scenario of internet streaming.

Fig. 2. Delivery modes: (A) Unicast, (B) multicast.
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decoding just the base layer bitstream. The resolution of this video is reduced in
amplitude, spatial, or temporal dimension. The enhancement layer bitstreams con-
tain all additional information that is necessary for the decoding of the higher reso-
lutions. Dependant on the transmission mode, scalable video coding offers different
benefits and different costs, which are analyzed in detail in the following section.

All standardized scalable video coding techniques are based on hybrid coding.
Amplitude scalability is standardized in the MPEG-2 SNR scalable profile [1]. This
technique uses a two step quantization of the DCT coefficients. Coarse quantized
DCT coefficients are transmitted in the base layer. Finer requantized quantization
errors of these coefficients are transmitted in one single enhancement layer. In
H.263 [5], the amplitude scalability is achieved by enhancement layers using hybrid
coding techniques. The coding efficiency of these techniques is low [2,6]. MPEG FGS
(Fine Granularity Scalability), a technique standardized in MPEG-4 [4], achieves a
higher coding efficiency due to the use of bitplane coding in the enhancement layer
[7].

In MPEG-2 [1], MPEG-4 [8], and H.263 [5], techniques for spatial scalability are
standardized. Two or several spatial resolutions can be provided by using pyramid
coding.

Temporal scalability is standardized in MPEG-2 [1], MPEG-4 [8], and H.263 [5].
It is efficiently realized by using B-Frames in the enhancement layer. They allow a
hierarchical prediction order and can be omitted without any drift effect on the pre-
diction loop.

In this paper, the benefits and costs of scalable video coding are analyzed for dif-
ferent transmission modes. They are evaluated for the scalability techniques as de-
scribed in MPEG-4:

• AS: MPEG FGS, standardized in MPEG-4 [4]
• SS: MPEG SSP, standardized in MPEG-4 [8]
• TS: Temporal scalability using B-Frames in the enhancement layer, standardized
in MPEG-4 [8].

In addition, also all combinations of these techniques are evaluated of which some
are standardized. The combination SS + TS is standardized in MPEG-4 [8].
TS + AS is standardized as FGST in MPEG-4 [4]. The combinations SS + AS and
SS + TS + AS are both not standardized in MPEG-4.

The paper is organized as follows: In Section 2, the benefits and costs of scalable
video coding are determined for different transmission modes. Section 3 evaluates
these benefits and costs for different scalability techniques. The paper closes with
the conclusions.
2. Benefits and costs for different transmission modes

In this section, the benefits and costs of scalable video coding are determined for
different transmission modes.
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2.1. Unidirectional transmission using unicast delivery

A streaming service demanding a unidirectional transmission and the delivery
mode unicast is, for instance, Video on Demand. Each client can request a video
individually with an arbitrary starting time. Due to the variety of different client ter-
minals and different networks, it is necessary to provide a multitude of bitstreams
with different data rates on the server simultaneously. Using scalable video coding,
bitstreams of lower data rates are implicitly included in bitstreams of higher data
rates. This allows a reduction of the server storage capacity if the sum of all scalable
encoded bitstreams requires less data than the sum of all nonscalable encoded
bitstreams.

Temporal variations of the available channel capacity in IP networks due to packet
delay and packet loss can be faster than a server�s reaction. In combination with un-
equal error protection or routers which can assign a higher priority to packets contain-
ing the base layer than to ones containing the enhancement layers scalable video coding
enables to balance these variations generating only graceful degradations. This is
achieved by protecting the base layer more than the enhancement layers and by omit-
ting enhancement layers. Without scalable coding these variations can lead to a com-
plete image loss at the decoder. This benefit is of significant importance for clients
which have very small buffers to balance these variations, e.g., some mobile devices.

The benefits are associated with costs. The introduction of scalability into a cod-
ing system increases the output data rate of the encoder. In this paper, the additional
data rate is called overhead.

Furthermore, additional computational expense is needed in decoders, which pro-
cess one or more enhancement layers in addition to the base layer for higher resolu-
tions. Especially in mobile devices, low computational expense is important to save
power consumption.

The increase of the computational expense in the decoder is associated with all
transmission modes considered here. Therefore it is not mentioned again for each
mode.

2.2. Unidirectional transmission using multicast delivery

A streaming service demanding unidirectional transmission and the delivery mode
multicast is, for instance, Broadcast. The starting time of the program is the same for
all bitstreams and fixed for all clients. Due to the variety of different client terminals
and different networks, it is necessary to provide a multitude of bitstreams with dif-
ferent data rates on the server simultaneously. All bitstreams have to be sent once
and at the same time. Therefore scalable video coding offers two benefits: A reduc-
tion of the server storage capacity and a reduction of the netload if the sum of all
scalable encoded bitstreams requires less data rate than the sum of all nonscalable
encoded bitstreams.

As well as for a unidirectional transmission using unicast delivery fast variations
of the available channel capacity can be balanced by scalable video coding using a
graceful degradation.
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2.3. Bidirectional transmission

For bidirectional transmission unicast is generally used at the present. Streaming
services demanding a bidirectional transmission are, for instance, Video Communi-
cation and Video Conferencing using an additional central conference server. The
server encodes the content in real time and sends one bitstream of a specific data
rate. This data rate can be continuously adapted in a fine grained way in consultation
with the client. Since bidirectional communication has a low end-to-end delay, vari-
ations of the available channel capacity in IP networks can be balanced by a contin-
uous data rate adaptation by the encoder. For this transmission mode, a benefit of
scalable video coding is to enable graceful degradation if very fast variations of the
available channel capacity occur. However, the introduction of scalability into a cod-
ing system is associated with an increase of the required data rate.

In the future it may be possible that also multicast delivery is used in Video Con-
ferencing. This mode will not be considered in this paper.

2.4. Lineup of benefits and costs

Tables 1 and 2 show the lineup of the benefits and costs for all transmission
modes. It can be seen that scalable video coding is especially useful for unidirectional
transmission. Scalable video coding offers a reduction of the server storage capacity.
If the delivery mode is multicast, also the netload can be reduced. For all investigated
transmission modes, scalable video coding enables a graceful degradation if very fast
variations of available channel capacity occur, which cannot be handled fast enough
by automatic adaptation. Scalable video coding provides no benefits for bidirec-
tional transmission except graceful degradation. There are two kinds of costs. The
Table 1
Benefits of scalable video coding for different transmission modes

Transmission mode Benefits

Transmission
direction

Delivery mode Reduction of the server
storage capacity

Reduction of the
netload

Graceful
degradation

Unidirectional Unicast Yes No Yes
Multicast Yes Yes Yes

Bidirectional Unicast No No Yes

Table 2
Costs of scalable video coding for different transmission modes

Transmission mode Costs

Transmission
direction

Delivery mode Increase of the computational
expense in the decoder

Increase of the
netload

Unidirectional Unicast Yes Yes
Multicast Yes No

Bidirectional Unicast Yes Yes
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computational expense in the decoder is increased for all transmission modes by
using scalable video coding. For transmission modes associated with the delivery
mode unicast, scalable video coding causes an increase of the netload.
3. Evaluation of benefits and costs for different scalability techniques

In the previous section, it was pointed out that for bidirectional transmission the
only benefit of scalable video coding is graceful degradation. Therefore the evalua-
tion concentrates on unidirectional transmission where scalable video coding has
more benefits.

For internet streaming, an encoded video must be provided at a multitude of dif-
ferent data rates by the server simultaneously. For access to videos over heteroge-
neous networks such as GSM, ISDN, XDSL, and UMTS, a multitude of data
rates in the range of 9.6 kbit/s up to 2048 kbit/s should be supported. For this eval-
uation the target data rates listed in Table 3 are considered. The low data rates are
related to multiples of 8 kbit/s for UMTS and to multiples of 9.6/14.4 kbit/s for
GSM with GPRS or HSCSD. To each target data rate a specific temporal, spatial,
and amplitude resolution is assigned which is illustrated in Table 3. Considered res-
olutions are: QCIF, CIF, and ITU-R 601 [13] as spatial resolutions, 8.3, 12.5, 25, and
50 Hz as temporal resolutions, ‘‘very low,’’ ‘‘low,’’ ‘‘medium,’’ and ‘‘high’’ are ampli-
tude resolutions. A high amplitude resolution means that the reconstructed samples
of the video sequence contain only small quantization noise. A low amplitude reso-
lution means that they contain high quantization noise. This assignment is based on
subjective picture quality and might be slightly different in special applications. In
the case of a 60 Hz time base, the temporal resolutions would be 10, 15, 30, and
60 Hz.
Table 3
Assignment of resolution levels to target data rates

Data rate [kbit/s] Spatial resolution Temporal resolution [Hz] Amplitude resolution

9.6 QCIF 8.3 Low
14.4 QCIF 8.3 Medium
16 QCIF 8.3 High
19.2 QCIF 12.5 Very low
28.8 QCIF 12.5 Low
32 QCIF 12.5 Medium
43.2 QCIF 12.5 High
64 QCIF 25 Low
128 QCIF 25 High
256 CIF 12.5 Low
384 CIF 12.5 High
768 CIF 25 Low
1024 CIF 25 High
1536 ITU-R 601 25 High
2048 ITU-R 601 50 High
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For example: It is assumed that the spatial resolution QCIF, the temporal resolu-
tion of 12.5 Hz, and a medium amplitude resolution are assigned to the data rate
32 kbit/s.

In the following subsections, a detailed evaluation of the benefits and costs of each
scalability technique according to Tables 1 and 2 is presented assuming that encoded
bitstreams for all considered data rates as listed in Table 3 are provided. The refer-
ence for this evaluation is nonscalable video coding.

3.1. Server storage capacity

Table 4 shows the calculation of the server storage capacity that is needed to pro-
vide an encoded bitstream of a video with a duration Tvideo for all data rates shown
in Table 3 using different scalability techniques.

This calculation includes all overheads OAS, OSS, and OTS in form of additional
data rate for the same quality caused by the introduction of scalability into the
coding system. Experimental results in [2,3,11] show that AS requires an overhead
of approximately OAS � 80% and SS of about OSS � 68% [10] for the same PSNR.
In a nonscalable coder, the data rate is depending on the number of consecutive
B-Frames between I- or P-Frames. It can be drawn from Fig. 3 that the data rate
is minimum if two B-Frames are applied. The corresponding data rate is used as a
reference for calculating the overhead OTS. For TS providing full and half frame
rate an odd number of consecutive B-Frames is necessary. This enables to omit
every second frame. If one B-Frame is used the overhead OTS,2 is approximately
Table 4
Server storage capacity and netload for the delivery mode multicast

Server storage capacity in kbit Netload for delivery
mode multicast in
kbit per second

No scalability (9.6 + 14.4 + 16 + � � � + 2048) Æ Tvideo =
6371 Æ Tvideo = S

RM ¼ S
T video

AS [2048 + 1536 + (1024 + 384 + 128 + 43.2 + 16)
(1 + OAS)] Æ Tvideo = 6455 Æ Tvideo = 1.01S

1.01RM

SS (2048 + 1536 + (1024 + 768 + 384 + 256) (1 + OSS) +
32 + 19.2 + 16 + 14.4 + 9.6) Æ Tvideo = 7761 Æ Tvideo = 1.21S

1.21RM

TS [(2048 + 1024 + 768 + 128 + 64) (1 + OTS,2) + 32 +
19.2 + 16 + 14.4 + 9.6] Æ Tvideo = 4204 Æ Tvideo = 0.66S

0.66RM

TS + AS (2048 (1 + OTS,2) + (1024 + 128) (1 + OTS,2)
(1 + OAS) + 16 + 14.4 + 9.6) Æ Tvideo = 4244 Æ Tvideo = 0.67S

0.67RM

SS + AS (2048 + 1536 + (1024 + 384) (1 + OSS) (1 + OAS) +
16 + 14.4 + 9.6) Æ Tvideo = 7882 Æ Tvideo = 1.24S

1.24RM

SS + TS [(2048 + 768) (1 + OSS) (1 + OTS,2) + 384 (1 + OSS) +
256 + 128 + 32 + 19.2 + 16 + 14.4 + 9.6] Æ
Tvideo = 5946 Æ Tvideo = 0.93S

0.93RM

SS + TS + AS (2048 (1 + OSS) (1 + OAS) (1 + OTS,3) + 128(1 + OAS)
(1 + OTS,2) + 16 + 14.4 + 9.6) Æ Tvideo = 6840 Æ Tvideo = 1.07S

1.07RM



Fig. 3. Data rate versus the number of consecutive B-Frames for fixed PSNR for the testsequences
Foreman and Mobile & Calendar.
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2% in average. For providing full, half, and one quarter frame rate at least three
consecutive B-Frames are required. This enables to drop every second B-Frame
and also all B-Frames. The use of three consecutive B-Frames requires an addi-
tional data rate of approximately OTS,3 � 6% in average. It is assumed that TS
provides three temporal resolutions in the combination TS + SS + AS, otherwise
two.

For example, to provide encoded videos for all data rates and resolution levels as
shown in Table 3 by using AS only, the video has to be encoded separately for the
target data rates of 2048, 1536, 1024, 384, 128, 43.2, and 16 kbit/s requiring an over-
head of OAS for each scalable encoded bitstream. All other data rates are provided
by AS.

3.2. Netload for the delivery mode multicast

The netload for the delivery mode multicast is proportional to the server storage
capacity, because bitstreams of all data rates must be transmitted simultaneously.
Thus, the netload equals the server storage capacity divided by the duration Tvideo

of the video. Table 4 shows this netload as well.

3.3. Graceful degradation

Each scalability technique behaves differently in terms of graceful degradation.
Table 5 shows the maximum number of steps of a graceful degradation. This max-
imum number of steps is only provided for clients which receive, in the case of an
error free transmission, all possible enhancement layers. All other clients have fewer
steps of graceful degradation. AS has the ability to allow many steps which are fine
grained. In this paper, it is assumed that AS allows at least four steps. The restric-
tions for the number of steps result from the specifications of the evaluated scalabil-
ity techniques as defined in Section 1.

For example, if SS and AS are used at least eight steps of a graceful degradation
are enabled, four or more steps of AS in each of the two spatial resolutions.



Table 5
Maximum number of steps of a graceful degradation

Maximum number of steps of a graceful degradation

No scalability 1
AS P4
SS 2
TS 2
TS + AS P2 Æ 4 = 8
SS + AS P2 Æ 4 = 8
SS + TS 2 Æ 2 = 4
TS + SS + AS P3 Æ 2 Æ 4 = 24
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3.4. Computational expense in the decoder

In this subsection, the costs due to the increase of the computational expense in
the decoder are estimated. The costs are derived from results as worked out in
[18] for the MPEG-4 ASP decoder when decoding videos in ITU-R 601 resolution
encoded at data rates of 1.5 and 3.0 Mbit/s. The computational expense is measured
by the required cycles per picture element (pel) related to the high resolution which is
achieved by decoding all enhancement layers. It is measured in the unit [cycles/pelhr].
Considered are the main components of each decoder, which are inverse cosine
transform, motion compensation, and reconstruction of the decoded image. For
spatial scalable coding, also the interpolation filtering and the weighting of the pre-
diction signals are considered in addition to the above mentioned components.
Figs. 4–6 show the estimated cycles/pel needed for the processing by the considered
components of a nonscalable MPEG-4 decoder, the MPEG-FGS decoder and the
MPEG-SSP decoder. The required total cycles/pel is the sum of the required
cycles/pel of the components.

For example: a nonscalable decoder requires approximately 40 cycles/pelhr for the
IDCT, 22 cycles/pelhr for the reconstruction including copy, add, and average oper-
ations, and 180 cycles/pelhr for the motion compensation, which is a total of 242 cy-

cles/pelhr. This total computational expense of the nonscalable decoder is referred to
as C. The spatial scalable MPEG-SSP decoder requires C cycles/pelhr for the decod-
ing of the high spatial resolution and in addition 10 cycles/pelhr for the IDCT, 45 cy-
Fig. 4. Estimated cycles/pel of the components of a nonscalable hybrid decoder (MPEG-4).



Fig. 6. Estimated cycles/pel of a spatial scalable MPEG-SSP decoder.

Fig. 5. Estimated cycles/pel of the components of an amplitude scalable MPEG-FGS decoder.
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cles/pelhr for the motion compensation, and 5.5 cycles/pelhr for the reconstruction of
the low spatial resolution. Furthermore, it requires 53 cycles/pelhr for the interpola-
tion filtering of the reconstructed base layer signal and about 26 cycles/pelhr for the



Table 6
Approximated computational expense in the decoder for the worst case

Computational expense in the decoder (worst case)

No scalability C

AS 1.18 Æ C
SS 1.58 Æ C
TS 1.00 Æ C
TS + AS 1.00 Æ 1.18 Æ C = 1.18 Æ C
SS + AS 1.58 Æ 1.18 Æ C = 1.86 Æ C
SS + TS 1.58 Æ 1.00 Æ C = 1.58 Æ C
TS + SS + AS 1.00 Æ 1.58 Æ 1.18 Æ C = 1.86 Æ C
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weighting of the prediction signals. Thus, the MPEG-SSP decoder requires a total of
381.5 cycles/pelhr which is 1.58 times that needed by the nonscalable decoder.

Table 6 shows the results of the evaluation of the computational expense in the
decoder for the worst case, which means that the decoder must process all compo-
nents and all enhancement layers.

3.5. Netload for the delivery mode unicast

Due to the additional data rate needed by a scalable coder compared to a nonscal-
able one, the data rate of each individual stream in the delivery mode unicast is in-
creased, except of the base layer stream. Table 7 shows the netload for the delivery
mode unicast for the worst case when all enhancement layers are transmitted. The
reference netload RU is the netload of a nonscalable MPEG-4 coder. For example,
if SS and AS are used, overheads of OSS and OAS are needed. This results in a net-
load of 3.02RU.

3.6. Evaluation results

The evaluated benefits and costs are listed in Table 8. Bold numbers mark costs
that are considered as not acceptable. Compared to nonscalable coding, AS has
low costs concerning the increase of computational expense in the decoder (18%)
Table 7
Netload for delivery mode unicast for the worst case

Netload for delivery mode unicast (worst case)

No scalability RU

AS RU(1 + OAS) = 1.8RU

SS RU(1 + OSS) = 1.68RU

TS RU(1 + OTS,2) = 1.02RU

TS + AS RU(1 + OTS,2) (1 + OAS) = 1.84RU

SS + AS RU(1 + OSS) (1 + OAS) = 3.02RU

SS + TS RU(1 + OSS) (1 + OTS,2) = 1.71RU

TS + SS + AS RU(1 + OSS) (1 + OAS) (1 + OTS,3) = 3.21RU



Table 8
Benefits and costs of scalable video coding

Benefits Costs

Reduction of Steps of graceful
degradation

Increase of

server storage
capacity (%)

netload for
multicast (%)

computational expense
in the decoder (%)

netload for
unicast (%)

No scalability 0 0 1 0 0
AS �1 �1 P4 18 80

SS �21 �21 2 58 68

TS 34 34 2 0 2
TS + AS 33 33 P8 18 84

SS + AS �24 �24 P8 86 202

SS + TS 7 7 4 58 71

TS + SS + AS �7 �7 P24 86 221
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but high costs concerning the increase of the netload for unicast delivery (80%). SS is
associated with high costs regarding to both the increase of computational expense in
the decoder (58%) and to the increase of netload for unicast delivery (68%). These
high costs are mirrored in all combinations in which AS and SS are involved. In
Fig. 7, the increase of the computational expense in the decoder and of the increase
of the netload for unicast are represented in one common diagram. It can be ob-
served that presently TS has minimum costs among all analyzed techniques. This
scalability technique allows a reduction of the server storage capacity of 34% and
a reduction of the netload for multicast delivery of also 34% compared to nonscal-
able coding. But TS provides only two steps of graceful degradation.

To reduce the increase of netload for unicast of SS + TS, Benzler developed a spatial
and temporal scalability technique based on subband coding [9]. He reduced the in-
crease from 68% to less than 20%. But this has been achieved with an increased com-
putational expense in the decoder of about 100%. Thus, the costs were only shifted.

Compared to TS and SS, AS offers a graceful degradation which is much finer
grained due to a significant higher number of steps. Stimulated by this advantage,
Benzler and Narroschke reduced the increase of the netload for unicast of AS + TS
[11,12]. Benzler achieved a reduction from 84% to about 66% without additional
computational expense in the decoder. Narroschke achieved a further reduction to
about 50% (see Fig. 7). But his technique is associated with an increased computa-
tional expense in the decoder of 51%. Similar results are achieved for AS + TS by
Wu et al. [19] and van der Schaar et al.[20].

Beside the research activities in the field of hybrid coding there are also activities
in the area of 3D-Wavelet coders which can provide scalability in all three dimen-
sions inherently, see Ohm [14], Woods [15,16], and Secker and Taubman [17]. Pres-
ent techniques require an increase of the netload for unicast of just about 10–15% as
shown by Hanke and Wien [21,22]. But they are associated with an increase of the
computational expense in the decoder of about 100% [23]. These costs are also
shown in Fig. 7. Whereas for all investigated scalability techniques which are based



Fig. 7. Increase of computational expense in the decoder versus increase of netload for unicast for the
evaluated scalability techniques.
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on hybrid coding the increases of the data rate for unicast and of the computational
expense in the decoder are assessed with respect to the nonscalable technique they
were introduced in, the increases for the 3D-Wavelet coders are assessed with respect
to the recent standard H.264/AVC [25] which is based on hybrid coding.
4. Conclusions

Benefits and costs of scalable video coding are analyzed with respect to internet
streaming. Benefits are a reduction of the server storage capacity, a reduction of
the netload for multicast transmission and graceful degradation in the case of trans-
mission errors. Costs are an increasing computational expense in the decoder and an
increasing netload for unicast transmission. These benefits and costs are evaluated
for different standardized scalability techniques which are based on hybrid coding
and for combinations of these techniques.
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The result is that presently TS has minimum costs among all analyzed techniques.
The server storage capacity and the netload for multicast delivery can be reduced by
34% compared to nonscalable coding. It increases the netload for unicast by just 2%
with no additional computational expense in the decoder. Changes of the available
channel capacity of about 35% can be balanced. But only two steps of graceful deg-
radation are enabled by this technique. All other known standardized and nonstan-
dardized techniques are associated with costs that are too high to be attractive for
streaming applications. Thus, TS is the main technique being used at the present.

Beside scalable hybrid video coding techniques also scalable 3D-Wavelet coding
techniques are developed. These techniques are associated with an increase of the
netload for unicast of about 10–15% but they require an increase of the computa-
tional expense in the decoder of about 100%. These high costs are problematic for
mobile receivers but might be acceptable for special applications. To encourage
the development of scalable coding techniques with lower costs the ISO has recently
launched a call for proposals [24].
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