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Abstract

Functionalities and costs of scalable video coding
techniques are analyzed for streaming services. Tem-
poral, spatial, amplitude scalability and combinations
are considered. Functionalities are reduction of net-
load for multicast transmission, reduction of the server
storage capacity and graceful degradation in case of
transmission errors. Costs are an increase of netload
for unicast transmission and an increase of compu-
tational expense in the decoder. The result is that
presently only temporal scalability has acceptable costs.
Costs of known spatial scalability techniques are too
large to be economically attractive. If costs of ampli-
tude scalability can be reduced by future research the
use of this technique combined with temporal scalabil-
ity will allow improved functionalities.

1 Introduction

As aresult of the growth of the multimedia commu-
nication on the internet, streaming of audiovisual con-
tent over IP-based heterogeneous networks becomes
more and more important. In this scenario content is
provided by a streaming server and can be streamed
by one or more clients. The transmission mode can
be either unicast or multicast. Unicast means that
the server has a separate point-to-point connection
to each client. Multicast means that the server has
one point-to-multipoint connection to all participat-
ing clients (Figure 1). The variety of individual clients
causes the challenge to provide bitstreams of differ-
ent data rates simultaneously for the same content
because of different connections to the network and
different, processing speeds of these clients. Due to the
heterogeneity of the network, besides various different
available channel capacities, also different transmis-
sion error behaviors have to be handled, as well as fast
variations of the available channel capacity. Therefore
scalable video coding is useful for streaming services
because it allows the decoding of only parts of the
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Figure 1: Transmission modes: a) Unicast, b) Multi-
cast.

whole bitstream.

Scalable encoded data contains one so-called base
layer bitstream and one or more so-called enhance-
ment layer bitstreams. By decoding just the base layer
bitstream a video of low resolution can be received.
The resolution of this video is reduced in amplitude,
spatial or temporal direction. The enhancement layer
bitstreams contain all additional information that is
necessary for decoding higher resolutions. Thus, scal-
able video coding enables the following functionalities:
The server storage capacity and the netload for the
transmission mode multicast can be reduced, because
bitstreams of lower data rates are implicitly included
in bitstreams of higher data rates. Furthermore, in
combination with unequal error protection, scalable
video coding enables a graceful degradation in case of
transmission errors. Without scalable coding, trans-
mission errors can lead to complete image loss.

But scalable video coding causes costs as well. Gen-
erally, the netload for a single stream in transmission
mode unicast is increased due to the additional data
rate that is needed for providing scalability. Also com-
putational complexity is increased in decoders, which
process one or more enhancement layers in addition to
the base layer for higher resolutions.

Scalable coding algorithms are mainly based on stan-
dardized hybrid coding techniques. Amplitude scala-
bility (AS) is standardized in the MPEG-2 SNR scal-
able profile [1]. This technique uses a two step quan-



tization of the DCT coefficients. In the base layer,
coarse quantized DCT coefficients are transmitted.
Finer requantized quantization errors of these coeffi-
cients are transmitted in one single enhancement layer.
The coding efficiency of this technique is low [2]. Im-
proved coding efficiency can be achieved by MPEG
FGS (Fine Granularity Scalability) [2], a technique
standardized in MPEG-4 [3]. This technique uses em-
bedded quantization [4] in the enhancement layer to
encode the quantization error, which allows more scal-
ability steps as well.

In the “spatial scalable profiles” of MPEG-2 [1] and
MPEG-4 [5], a technique for spatial scalability (SS) is
standardized. Two spatial resolutions are provided
using a so-called pyramid coding. The coding ef-
ficiency of this technique is low because the num-
ber of transmitted DCT coefficients and motion vec-
tors is higher compared to non scalable coding. Spa-
tial scalability can be realized more efficiently using
subband coding [6].

Temporal scalability (TS) can be efficiently realized
using B-Frames, which are not used as reference pic-
tures for further predictions.

There are also algorithms based on three dimensional
wavelet coding [7, 8], which are not considered in this
paper.

In this paper, functionalities and costs of scalable
video coding are analyzed for different streaming ser-
vices. Afterwards the functionalities and costs are
evaluated for the scalability techniques MPEG FGS
[5], spatial scalability using subband coding [6], tem-
poral scalability using B-Frames and all combinations.
The remainder of this paper is organised as follows. In
Section 2, functionalities and costs of scalable video
coding are analyzed for various streaming services.
Section 3 evaluates these funcionalities and costs for
different scalability techniques. Section 4 lists the re-
sults. The paper closes with the conclusions.

2 Functionalities and costs of scalable
video coding for major streaming
services

Video streaming services can be clustered into two
main groups, demanding either uni- or bidirectional
streaming. Services for unidirectional streaming use
either unicast or multicast transmission. For bidirec-
tional streaming, unicast transmission is commonly
used. In the following subsections, functionalities and
costs of scalable videocoding are analyzed for each ser-
vice.

2.1 TUnidirectional streaming

Services with unicast transmission (e.g. Video on
Demand) enable every client to request a video in-
dividually with an arbitrary starting time. Due to
the variety of different end devices and networks, it
is necessary to provide a multitude of bitstreams with
different data rates on the server. Thus, a functional-
ity of scalable video coding concerning these services
is to reduce the server storage capacity, if the sum of
all scalable encoded bitstreams requires less data than
the sum of all non scalable encoded bitstreams.
Variations of available channel capacity in IP networks
due to packet delay and packet loss can be faster than
a server’s reaction. Another functionality of scalable
video coding is to balance these variations using a
graceful degradation.

But scalable video coding also causes an additional
data rate needed to provide scalability. This results in
an increased netload for individual bitstreams, which
include one or more enhancement layers. Also, addi-
tional computational expense is needed in all decoders,
which process one or more enhancement layers beside
the base layer. Especially in mobile devices, low com-
putational expense is important because of the limited
battery capacity and limited computational power.
Additional computational expense in the decoder is
mirrored in all of the following analyzed services.

For services with multicast transmission (e.g. Broad-
cast) the starting time of the streaming for all bit-
streams of all data rates is fixed. The client is told
when to receive the content. Due to the variety of dif-
ferent end devices and networks, it is necessary to pro-
vide a multitude of bitstreams with different data rates
on the server. All bitstreams must be sent only once
and at the same time. Therefore scalable video cod-
ing offers two functionalities: Reduction of the server
storage capacity and reduction of the netload, if the
sum of all scalable encoded bitstreams requires less
data rate than the sum of all non scalable encoded
bitstreams.

Also, fast variations of available channel capacity can
be balanced by scalable video coding using a graceful
degradation.

2.2 Bidirectional streaming

Services demanding bidirectional streaming are, for
instance, Video Communication and Video Conferenc-
ing. A fundamental requirement for bidirectional com-
munication is a low end to end delay.

The server encodes the content in real time and sends
one bitstream of a specific data rate in transmission
mode unicast. This data rate is continuously adapted



in consultation with the client. This adaptation is pos-
sible due to an existing feedback channel. Because of
the required low end to end delay, variations of avail-
able channel capacity in IP networks can be balanced
by permanent data rate adaptation by the encoder.
A functionality of scalable video coding is to enable
a graceful degradation if very fast variations of avail-
able channel capacity occur. However, scalable video
coding is associated with an increase of the data rate.

2.3 Lineup of functionalities and costs

A lineup of functionalities and costs is shown in
Tables 1 and 2. Scalable video coding is especially
useful for services demanding unidirectional stream-
ing. The use of scalable video coding can reduce the
server storage capacity. For transmission mode mul-

ticast, netload can be reduced as well. For all in-
Functionalities
Streaming Trans- Reduction [ g _4uction | Graceful
direction mission of server of degra-
mode ::;::?:y netload dation
Uni- Unicast yes no yes
directional Multicast yes yes yes
B -
direon Unicast no no yes

Table 1: Functionalities of scalable video coding for
different services.

Costs

Increase of
Increase

of

Streaming Transmission

computational
direction mode P

expense in

the decoder

netload

Uni Unicast yes yes
ni-

directional

Multicast yes no

Bi-
' Unicast yes yes

directional

Table 2: Costs of scalable video coding for different
services.

vestigated services, scalable video coding enables a
graceful degradation if very fast variations of avail-
able channel capacity occur, which can not be handled
fast enough by arranging new parameters between the
server and the client. Scalable video coding is not im-
plicitly necessary for bidirectional services except for
a graceful degradation. Concerning costs, computa-
tional expense in the decoder is increased for all ser-
vices by using scalable video coding. For investigated

services associated with unicast transmission, scalable
video coding causes an increase of netload.

3 Evaluation of functionalities and
costs

In the previous section it was pointed out that scal-
able video coding is not implicitly necessary for ser-
vices demanding bidirectional streaming. Therefore
this evaluation concentrates on services demanding
unidirectional streaming.
The intention is to provide encoded audiovisual con-
tent for a multitude of different data rates simultane-
ously. For access to this audiovisual content over het-
erogeneous networks such as GSM, ISDN, XDSL and
UMTS a multitude of data rates in the range of 9.6
kbit/s up to 2048 kbit/s as listed in Table 3 should
be supported. Low data rates are related to multi-
ples of 8 kbits/s for UMTS and to multiples of 9.6 /
14.4 kbit/s for GSM with GPRS/ HSCSD. For each
target data rate, the video has to be encoded in a spe-
cific temporal, spatial and amplitude resolution. The

Data rate Spatial Temporal Amplitude
[kbit/s] || Resolution Resolution [Hz] resolution |
9.6 QCIF 8.3 low
14.4 QCIF 8.3 medium
16 QCIF 8.3 high
19.2 QCIF 12.5 very low
28.8 QCIF 12.5 low
32 QCIF 12.5 medium
43.2 QCIF 12.5 high
64 QCIF 25 low
128 QCIF 25 high
256 CIF 12.5 low
384 CIF 12.5 high
768 CIF 25 low
1024 CIF 25 high
1536 TV 50 low
2048 TV 50 high

Table 3: Assignment of resolution levels to target data
rates.

resolution assignment, which this evaluation is based
on, is illustrated in Table 3. For example, it is as-
sumed that a video of 32 kbit/s is encoded in QCIF,
12.5 Hz and medium amplitude resolution. This as-
signment is liable to subjective picture quality and
might be slightly different in special applications. In
the following subsections, a detailed evaluation is pre-
sented that concerns the functionalities and costs of
each scalability technique according to Table 1 and
Table 2 if encoded bitstreams for all data rates listed
in Table 3 are provided. The reference is non scalable
video coding.

3.1 Server storage capacity
Table 4 shows the calculation of the server stor-
age capacity in kbit per second of encoded video con-



tent that is needed to provide an encoded bitstream
for all data rates of Table 3 using different scalabil-
ity techniques. Differing from Table 3, it is assumed
for this calculation that if TS is involved, a tempo-
ral resolution of 25 Hz and a high amplitude reso-
lution is assigned to the data rate of 1536 kbit/s.
Table 4 includes all data rate increases caused by scal-
able coding. AS requires an overhead of approximately
Oa ~ 80% [2], SS supplying two resolutions requires
about Og2 =~ 15% [6], supplying three resolutions
about Og3 =~ 25% in form of additional data rate.
With respect to the number of B-Frames, the lowest
data rate for non scalable coding can be achieved by
using two B-Frames. For TS providing a full and a
half frame rate, an odd number of B-Frames is neces-
sary. Thus, if only one B-Frame is used an additional
data rate of approximately Or,» ~ (346/333)—1 ~ 4%
is needed, as can be seen in Figure 2. For providing
a full, a half and one quarter frame rate, a number
of 3+ n -4 (with n > 0) B-Frames between two con-
secutive I- or P-Frames is required. The use of three
B-Frames (n = 0) requires an additional data rate of
approximately Or,3 = (366/333) — 1 ~ 10%, as can be
seen in Figure 2 as well.

Using AS, video has to be encoded for target bit rates
of 2048, 1024, 384, 128, 43.2 and 16 kbit/s. Bitstreams
of all other data rates are implicitly available due to
scalable coding. But an additional data rate of O4 is
needed for AS.

The server storage capacity and netload for multicast
transmission in kbit per second

no || 9.6 + 14.4 + 16 + . .. + 2048 _s |

scalab. = 6371

(2048 + 1024 + 384 + 128

+43.2 +16)(1 + O 4) = 6558

2048 + 1536+

Ss (1024 4 768 + 384 + 256)(1 + Og 2) =1.025

+324+19.2 4 ... 4 9.6 = 6472

(2048 + 1024 + 768 + 128 + 64)(1 + O 2)

+324+19.2 4 ... 4 9.6 = 4284

TS+ 2048(1 + O 2)+

AS (1024 4 128)(1 + O 2)(1 4+ O 4) = 0.68S
+16 + 14.4 + 9.6 = 4326

SS+ 2048(1 + O4) + (1024 + 384)(1 + Og 2)-

AS (1+04)+16+...+9.6 =6641

ss+ (2048 4 768)(1 + Og 2)( + O 2)

s +384(1 + Og o) + 128+ = 0.63S
32419.2 4 ...49.6 = 4029

SS+TS+ 2048(1 + Og 3)(1 + 0 4)(1 + Op 3)

AS 416 + 14.4 4+ 9.6 = 5109

AS = 1.035

TS = 0.678

= 1.04S

= 0.805

Table 4: The server storage capacity and netload
for multicast transmission for various scalability tech-
niques.

3.2 Netload for multicast transmission

The netload for multicast transmission is propor-
tional to the server storage capacity, because bit-
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Figure 2: Number of used B-Frames versus data rate
for fixed PSNR.

streams of all data rates must be transmitted simul-
taneously.

3.3 Graceful degradation

Each scalability technique behaves differently in
terms of graceful degradation (GD). Table 5 shows the
number of steps of a graceful degradation provided by
each of the investigated scalability techniques. It is
assumed that AS allows at least four steps. For ex-
ample, if SS and AS are used, at least eight steps of
a graceful degradation are provided. More than four
steps of AS in each of the two spatial resolutions.

3.4 Computational expense in the de-
coder

Table 5 shows the results of the evaluation for the
worst case. Each shown computational expense is nor-
malized to the one of non scalable coding. Worst
case means that the decoder must perform all sub-
tasks and process all enhancement layers. This eval-
uation is based on static performance estimation re-
sults concerning the main subtasks of a decoder, which
are inverse cosine transform (IDCT'), motion compen-
sation and reconstruction of the decoded image, as
worked out in [9]. In addition to the mentioned sub-
tasks, subband filtering is required for spatial scalable
coding. It is assumed that this operation requires a
computational expense, which is comparable to 8-tap
filtering [9]. The computational expense is calculated
by the cycle rate required to process the decoding. A
non scalable decoder requires 10 MHz for the IDCT,
5.3 MHz for the reconstruction and 43,6 MHz for the
motion compensation [9], a total of 58.9 MHz. A de-
coder for two spatial resolutions additionally requires
a quarter of 43.6 MHz for the motion compensation
in the low resolution and 2 times 25.27 MHz for sub-
bandfiltering. This is a total of 120.34 MHz, which



is 2.04 times higher compared to the computational
expense of a non scalable decoder.

Number of Normalized computational
steps of a grace- expense in the decoder
ful degradation (worst case)

[ o scalability ] 1] 1 ]

AS > 4 1.18
SS 2 3.04
TS 2 1

TS + AS >2-4=__ 8 1-1.18=  1.18
SS + AS >2.4=__8 3.04.-1.18 = 2.41
SS + TS 2. 2= 4 2.04-1= 204
TS +55 + AS >33 4= 36 | 235 -1.18 1= 2.54

Table 5: Number of steps of a graceful degradation
and normalized computational expense in the decoder
for the worst case.

3.5 Netload for unicast transmission

According to the additional data rate that is needed
to provide scalability, the data rate of each individual
stream in unicast transmission mode can be increased.
Thus, the whole netload for unicast streaming is in-
creased. Table 6 shows the netload for unicast trans-
mission for the worst case. The worst case concerns
bitstreams that have a maximum additional data rate
due to scalable encoding compared to a bitstream of
non scalable coding. Ry is the netload that is needed
if no scalability is used. For example if SS and AS are
used, additional data rates of Og > and O 4 are needed.
Netload for individual unicast streams is not increased
if the client requests just the base layer.

[ Netload for transmission mode unicast (worst case) |

[ no scalability [[ Ry = Rys |
AS Ry(1+04) = 1.8Ry;
SS Ry(1+0g.9) =1.15Ry
TS Ry(1+ Or.o) = 1.04Ry
TS + AS Ry(1+ Oro)(1+04) =187Ry
SS + AS Ry(1+ Og9)(1+04) =2.07Ry
SS + TS Ry(1+ O0g2)1 + Og.0) = 1.20Ry
TS +SS +AS Ry(1+0g3)1+04)3+Og.3) = 2.48Ry

Table 6: Netload for transmission mode unicast for
the worst case.

4 Results

The evaluated functionalities and costs are shown
in Table 7. Bold numbers mark costs that are con-
sidered not acceptable for the use in services. Com-
pared to non scalable coding, AS has low costs con-
cerning the increase of computational expense in the
decoder (18%) but large costs concerning the increase
of the netload for unicast transmission (80%). SS
is associated with large costs regarding the increase
of computational expense in the decoder (104%) and

with low costs concerning the increase of netload for
unicast transmission (15%). These large costs are mir-
rored in all combinations in which AS and SS are in-
volved. Presently, only TS has acceptable costs for
services (gray shaded in the Table). This scalability
technique leads to 33% reduction of the server storage
capacity and 33% reduction of the netload for multi-
cast transmission. But with respect to graceful degra-
dation, TS only provides two steps.

Functionalities Costs
Reduction of Increase of
the server | netload | g o comput. | netload
storage for c pS
8e i o expense or
require mu GD decoder unicast
ment cast
| no scala- || 0% 0% | 1 || 0% 0%
ility
AS -3% -3% >4 18% 80%
Ss -2% -2% 2 104% 15%
TS 33% 33% 2 0% 1%
TS +AS 32% 32% >8 18% 87%
SS +AS 4% ~4% >8 141% 107%
SS +TS 37% 37% 4 104% 20%
1i;ss 20% 20% >36 154% 148%

Table 7: Functionalities and costs of scalable video
coding.

There is a chance to reduce the netload for unicast
transmission by future research. Then AS combined
with TS would become interesting for various services.
Table 8 shows functionalities and costs for the pre-
sumption, that only 30% instead of 80% additional
data rate is needed for AS. It can be seen that using

Functionalities Costs
Reduction of Increase of
the server | netload | g . comput. | netload
storage for
; Lt of expense | for
require- mu e GD decoder unicast
ment cast
| no scala- || 0% 0% | 1 || 0% 0%
ility
AS 36% 26% >3 S18% 30%
SS 2% 2% 2 104% 15%
TS 33% 33% 3 0% 1%
TS +AS 13% 13% >8 S18% 35%
SS +AS 25% 25% >8 >141% 50%
SS +TS 37% 37% 4 104% 20%
ii;ss 42% 42% >36 >154% 79%

Table &8: Functionalities and costs of scalable video
coding with the assumption that the increase of net-
load for unicast transmission of AS is 30% instead of
80%.

improved AS combined with TS, the server storage
capacity and the netload for multicast transmission
can be reduced by an additional 9% compared to sin-
gle TS and by 42% compared to non scalable coding.
This technique offers improved graceful degradation
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Figure 3: Normalized total netload versus multicast
traffic M for the worst case.

due to an increased number of steps as well.

Since the combination of improved AS and TS will
still result in an increase of 35% netload for unicast
transmission in the worst case, the relation between
the traffic amount of multicast M and unicast trans-
mission has significant influence on the choice of the
scalability technique. The total netload for combined
AS and TS or just single TS is:

NLasirs = NLps- (M -58% + (1 — M) -135%)

NLrs = NLns(M67%+(1—M)1O4%)

(1)
NL,; is the netload if no scalable coding is used.
Figure 3 shows that only if the multicast traffic ex-
ceeds 77.5% the use of combined AS and TS will be ef-
ficient, because the total netload can be reduced com-
pared to the total netload using TS.

5 Conclusions

Functionalities and costs of scalable video coding
are analyzed for streaming services. Functionalities
are reduction of the server storage capacity, reduction
of the netload for multicast transmission and graceful
degradation. Costs are an increasing computational
expense in the decoder and an increasing netload for
unicast transmission. These functionalities and costs
are evaluated for different scalability techniques.

The result is that presently only the costs of TS are
acceptable. The server storage capacity and the net-
load for multicast can be reduced by 33%. But only
two steps of graceful degradation are enabled by this
technique. SS and AS are associated with costs too
large to be economically attractive.

If the increase of the unicast netload of AS can be re-
duced in the future from currently 80% to 30% with-
out extensive additional computational expense in the
decoder, a combination of AS and TS would become

economically interesting for services using multicast
transmission because of improved functionalities com-
pared to single TS. But since this combination would
still result in an increase of 35% netload for unicast in
the worst case, the use of this combination will reduce
the total netload only if at least 77.5% of all traffic is
multicast.
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